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SUMMARY

In this paper chain ratio estimator in two stage sampling is
compared with the usual ratio estimator in two stage sampling with
respect to bias and mean square error. Also a modified chain ratio
estimator is proposed. An example is provided to demonstrate ‘that the
gain in efficiency of the modified chain ratio estimator over the usual
ratio estimator, may turn out substantial.

I. INTRODUCTION AND THE CHAIN RATIO ESTIMATOR

Let there be a finite population consisting of N first stage
units. The ith first stage unit contains M; second stage units. Let y; ]
be the value of the variable under mvestlgatlon for the jth second
stage unit of the.ith first stage wait (j=1, 2, ..., M;; i=1, 2, ..., N)

~—-and Y,=

‘where H=-JIVZ M.

\To estimate population mean Y, a simple random sample
(WOR) of n first stage units is selected from N first stage units. From
the ith selected first stage unit a simple random sample (WOR) of
my seconc{}stage units is again selected.
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 Let xi; be the value of the é.uxilia_r)-,' variable corresponding to
iy and quantities X;, X, % and X are defined similarly.

Let r;=7:/%: and ui=Mi/M . Then{.'Mlixrth}"’s [2] chain - ratio -

estimator for the population mean Y is

n
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2. THE RESULTS

From Cov
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it follows that
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where, pi,z is the correlation coefficient between r; and X ; i, and
oi are standard deviations of ri and X; respectively.

Further,
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where ciy=Cov(ri, Xi)
’ =Pprz O6r0p% — Pbrz Ou0b7 ..(3)

where ¢,z is the correlation coefficient between
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Also o;,, o5z and oy, are standard deviations of the quantities
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and : e '_———respectwely.

From (1), (2) and (3) we have the exact expressmn for the b1as
of YCR as, ‘

| Bias in Ycrl=|E(¥cr)—Y |
N . . .
.N 2 u"pfﬂ; Gtraf,z + (Pb.-z Ubrcbx - pb‘x CpiCpz )
i=T A

Its behaviour vis-a-vis sample-size is hard to guess.

An upper bound for the magnitude of the bias is given by,

N . . .
, Bias in ch] <— 2 4 0,0 + 0bz| O'br—cbt l
l 1

Assuming # and m;’s are large, to the first order of approxima-

tion,
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where f=u[N, fi=m|M,,

Mi T
1
Sixy = —]E:I“ z (xij—xi) (J’n'—yx),
j=1
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Sbxy = WI:T Z wiXi—X) (w¥:i—Y)
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N
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and Sbz N—1 (uth ‘Y) .
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So, the approximate bias is zero if

| Bi = Ri (i=1,2,...,N) and B;=R
where R=Y,X, R=Y|X, B;=S,[S%
and By = Souy/ St .

With increasing sample-size | E(¥cr)—Y |, of course, diminishes,
as expected.

Again, to the first order of approximation, we have, for large
i, mi’s,

MSE(Y¢r) = I,—:—f (Shy— 2RSy,-+ R2 Shr)

N
+ =1 u L (Y, — R, +RE SB),
i=1 .
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n
For the unbiased estimator ¥ = %2 usy1, the variance is

V(Y)'=— Sby+ N z Z‘I—]'.ﬁ‘ Sv,y

Thus, ¥(¥)- u5EFen) = 27 7 cgz( o be_;_)

Cbx
2 I‘_‘_f, 2 C,'» _ _1_\
NZ Y, C"‘("c,-,, 2 )
where o = Sbxy/Sox Sty 0= Sy Sy,
Cbx = be/‘?’ be=sby/Y’

Ci, = Si./Xi and Ciy=S4,/Y;.

C; .
So, g gzy > % and pi ~5> > } are together sufficient to
24

make Ycr more efficient than Y.

The usual raﬁ'o estimator

n

fas i=1

Yzr= n —‘?,
z ui Xi
i=1

is approximately unbiased if B,=Bi=R (i=1,2,...,N) and to the first
order of approximation, for large n, mi’'s,

A 1—
MSE(Yx) = 1L (52, — 25, + B2 82,

N

1 ﬁ
+ W (S% — 2RSi,,+R*SE,)

j==

—



r

CHAIN RATIO ESTIMATOR

-
~0

Then,
MSE(¥2)— MSE (Pcr)

N
=D, W LSE LR (R
i=1

A A
So, Y¢r is more efficient than Y& if each Bi is nearer to Ri than to R.

Using usual methods of estimating Sz, Sy etc. [c.f Sukhatme
and Sukhatme [3]] one may employ the following consistent estimatot
for MSE (Y¢r ), namely,

~ 1— N ' N
Est MSE(YCR) = nf(sgy"— 2Rsbxy + stbzz)

n
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— —an E u; — (sfy — 2Rsiyy + R25Z)
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my
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n
where R = y'[X', Ry=¥i/%i and ¥’ = -—,11— ui¥i,
i=1

While studying the precision of chain ratio estimator we
assumed m;’s large to neglect bias. Often this may not be feasible.
So, we modify Yor by replacing r/’s therein by r;’s which are unbiased
Hartley—Ross (1954) type estimators of R;’s, given below.

Let Fijg = yij/xij’ (j=1!29"’-Mi; i=l;2""')N)

My
- I <.
Ri = —E—E ri;, (i=1,2,....,N)
j=1
mi
- 1 ,
= _ Fij, (l=132)“'-,”)

mi
j=1
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Then, from Hartley-Ross [1] it follows that

;‘ - (M'n 1 )7711
=r X%M;(ﬂh—l)

(7i—ri%s)
is an unbiased estimator of Ri ¥ i,

Replacing ri in f'cn by }1 our proposed modified chain ratio
estimator is

n
wiXar,
Yor=i=l ¥
n
2 wX;
i=1
It follows that,

| Bias in ¥y, | <o 04

and to the first order of approximations for large 7,

;\’ ~ I l_f sza: S[Jx
E(Yc1c)—YLI+ " ( Ok X’Y_y ):l

and  MSE(¥or) = f (SZ, — 2RS,,+R*SZ)

N
1 2 1—fi
+ 2 U3 _m;ﬂ (52—2R iSivyt Ri S, 2).
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So, Yor is approximately unbiased if R=p, and more éfficient

than usual ratio estimator 1f in ith first stage unit Bt is nearer to

Rs than to R.

3. AN EXAMPLE

For the purpose of illustration, we consider data from a survey
carried ouf in 1978 to estimate the total cultivated area in Balikuda
Block of Cuttack District where villages are taken as first stage units
and households within the villages as second stage units. A simple
random sample (WOR) of 20 villages was sclected from 273 villages
n the Block; x denotes the number of bullocks per household and y

4

e e



CHAIN RATIO ESTIMATOR 79

the cultivated area per household. The total number of households
in the Block is known to be 22534, The values of m;’s are 13,15,14,
17, 16, 15, 14, 13, 12, 12, 15, 12, 14, 14, 15, 17, 14, 13, 12 and 13,

The estimated cfficiencies of various cstimators- are shown in
Table—I. .

TABLE |
Efficiencies of Different Lstimators

Estimator . Percentage Efficiency
1. Unbiased estimator : '(NM%) 100.00
2. Ratio estimator : (NM%) , 930.00
R
3. Modified chain ratio estimator : (N A",II’—},CR) . 1001.28
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